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ABSTRACT

In this paper we prove that for any ordered basis B of a vector
space there is a basis B, for which the greedy code generated using
the B-ordering is linear with respect to Ba, where B, is derived
from B; by alower triangular matrix P; B, = PB,. In Addition we

prove a similar result for self-orthogonal greedy codes.
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the alphabet, and let " be the set of all strings of length n over a.
Any nonempty subset C of " is called g-ary block code. Each
string in C is called a codeword. If C « ¢ contains M codewords
then C has length » and size M or is an (n, M)-code. A code whose
a = {0, 1} is called binary code. Let F be a field and n be a
positive integer. Let u = {x;, x5, ..., xn}. The Hamming weight
function is defined as

wi(u) = The cardinality of {i € {1,2, ..., n}: x; » 0}

= The number of non-zero coordinates xi (1,2, ..., n).

Let x and y be two words of the same length. The Hamming
distance or simply the distance between x and y differ. We denote
distance between x and y by d(x, »).

A code C is said to have minimum distance d if d = minimum

{dn(x, ¥) | x, y € C,x #y}, and it is denoted by d(C).

3. Orderings

Lexicographic ordering. 1f the order of the list is in the "natural”
order, then these codes are called lexicode, where the "natural"

order means that O0<I, and two binary vectors

if there is anon-negative integer & such that ¢; = biforall i=fk=
1 and Cr+1 = 0, bk+; =1,
For example (1, 0, 1) < (1, 1, 0).

Lexicodes are proved to be linear codes {c.f. [2]).
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4. B-Orderings

Let V be a finite vector space of a dimension » over a field Z, of
prime order. A B-Orderings is generated recursively using an
“ordered basis B = {by, b2...... , bn} as foliows:
The first p vectors ate 0, by, 2by, ...., (p-1)b. The B-orderings is
then generated recursively, where if pk vectors of the ordering have
been generated using the basis elements by, b2, ..., by then the
(p-1)p* vectors are generated by adding bis1 to those vectors
already produced, in order, i =1, 2, ..., p-1.
Let d be an integer greater than or equal to one. The greedy code is
the set C of vectors that are selected using the following greedy
aigorithm. |
1. Set up some ordering of vectors of a vector space V.
2. The first vector in the ordering is selected and placed in C.
3. We follow the ordering and if we find a vector u with
di(u, ¢) =z d for all vectors ¢ € C, then u is selected and
placed in C.

4. Continue until the end of the ordering.

Example
Let B= {100, 010, 001} be a basis over the field Z;. If d = 2; then

greedy codes generated by the B-ordering as follows:
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The B-ordering | Seria F;he B-ordering | Serial | | The B-ordering iSerjal
000 i 601 10 002 19
100 2 101 11 102 20
200 3 201 12 202 21
010 4 011 13 012 22
Lig 5 11l 14 112 23
210 G 211 i 15 212 24
020 7 021 16 022 25
120 8 TR R | Y 26
L 229 9 - 221 i 18 ,,2.22 27

The greedy code for d =2isC = {000, 110, 220, 101, 011, 202,
022}. This example shows that greedy code generated by B-

ordering over Z; is not always linear.

5. B*{d)-Ordering

Let d be an integer 1 =d = n, we define the B*(d)-ordermg
using the distance d inductively consider the B-ordering using the
basis wvector {by, by..... , bn}. Set Gy = {0}. Assume that
we have defined the B’(d}ordering and C; for the basis vector
{b1, by ..., by} for p* vectors. Now to define the B*(d)—ordering for
the vectors in the range [pr+1, 71} we find the first vector b in
the B-ordering that satisfies du(b, c) 2 d in the range [p*+1, 2N
for all ¢ € C4 Then we list all linear combinations of » and all
vectors ¢ in Cy in the p* + (p-1).] Cy | places. If no such b exist,

then the B*(d)~o.rdering is the same as the B-ordering.
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The following two theorems are the main results of this
paper. They both guarantee that for every basis B, there is another
basis B, for which the greedy code using the B-ordering is a linear
code, where B, is obtained from B). Both Theorems are considered
as generalizations of the previously proved results in [1], {2], [5],
[6],[7]. Proofs of both theorems are considered as constructive
proofs from which we can derive the second basis for which the
code is linear. In fact both theorems can be used to adjust a given
basis to the other. We know how important to get a linear code.
Theorems 1, 2 may be considered as a source of getting linear
codes over any finite fieids.

Theorem 1. Let B, = {b1, by, .., by} be an ovdered basis for the
vector space V over Z, Then there exist a basis By = {uy, us, .., ta}
for which the greedy code using the B-ordering is linear over Z,
with respect to By, Furthermore there exists an nx n lower
triangular non-singular matrix P such that w; = Pby, i =1, 2, .., n.

Proof.
Let Wi = {b\, by, ... b}, let C be the greedy code for V, Cy be the
greedy code for Wy, We use induction on 4.
For k = 0, it is clear that Wo= {(0,0, .., 0)} and Co = {(0, 0, ...,
0)}, which implies that Cq is linear,

Now, let & = 1, let C; be the greedy code generated by

{by, ba. ..., by}. Also assume that Cy is linear and there exists
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{u1, u, ..., w,} basis for which the B-ordering using {u;, u,, ..

ty

/
ur}gives Cy, where u; = Zajbj :
J=l

Let jbe the smallest integer, and let Ci+; be the greedy code of the
vector space Wy, that is not equal to C,. Now, let b be the first
vector in the B-ordering not in Cj that fits the greedy algorithm,
Le., dwb cy=d for all ¢ € Cy. (1)

It follows that b e Wi

Put 2ie) = bpay, tiuy = Disa, ooy Upejy = Biyo1, Upry = b. (2)
Notice that for 7 = L2, o, & owy = icijj by mathematical
=l
induction, and, by (2), for i = k + Lk+2, ...,k +j -1,
w = iajb ; Finally, fori =ik j, we have set upy = b € Wi, it
— _

k+j
follows that Upr; = b = Zr:ijj . Thus for all i, P=1,2, .., ktf, we
J=1

have u; = Za’jbj. All we need to show now is the linearity of
J=1 .
Ck‘*‘_]’-

Now we need to prove the following claim:

Fora e F, Oty + v € Cpyy if and only if v Cs.
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Proof of the claim:
Let v € Cyi for owuwy + v to be in Cpy it has to satisfy the
following:

dn(Cttir; + Vv, u) 2 d, for all previously chosen vectors u € Chje
Now vectors in C; have the form yugy + ¢ for ¢ € Cy . It follows
that dp(Ctstsy + v, Vil + €) = Wy (Ot TV = Yikiry — c)

= wiy((o— V)i — (€ = V)

= Wt;,(&uk+j - 0)),
where 8=(o~7) € F,0=(c—v)isin Ciby linearity of C;. Since
Wiy (Bugy — ©) = Wy (g — 8'0) 2d, by (1), it follows that dj

(Gt + v, 1) 2 d, for all previously chosen vectors in Cpy.

Conversely, assume that auy + Vv € Cy+j, then we have the
following:

dp, (s + v, 1) 2 d, for all previously chosen vectors in Cry.

In particular dj (Qugy + v, Qugey + €) 2 d, for all previously chosen
vectors ¢ € Cp It follows that dy (v, ¢) = d, for all previously
chosen vectors ¢ € Cy, and so v € Cy. This proves our claim.

Our claim showed that o + v e Cisyif and only if v € Gy

This means that Cgy; = the linear span of b and vectors in Ci.e.,

Cryy = <b, Cp>. This finishes the proof.

Example

Let By = {100, 010, 001} be a basis over Zs, then there is a
basis By = {u;, Uy, Uz} = {bz, byt+bg, bytbyt b3} = {100, 1190, 111}
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1. INTRODUCTION

In [4], Conway and Slo:aane proved that greedy codes are linear
when using lexicographic ordering and a field of order 2%% where
a is a positive integer. In [5], Pless and Brauldi generalized these
results to general ordering than the lexicographic ordering called
the B-ordering over the binary field. In [3], El-Atrash proved that
the greedy codes are linear when using the B-ordering over any
field of order 2" for all m = 1. In [6], Monsoe sirﬁpliﬁed the proof
that binary greedy codes are linear, In [2], El-Atrash iniroduced a
much shorter proof that: binary greedy codes and self-orthogonal
greedy codes are linear when using B-ordering. In [1], El-Atrash
defined what is called the B'-ordering, for which that author
proved the greedy code generated when using B’-ordering is linear,

in addition to a similar result for self-orthogonal greedy codes.

In this paper, we prove that for any ordered basis of a vector
space over a field Z, there is another basis for which the greedy
codes when using a B-ordering are linear. The second basis can be

obtained from the first using a lower triangular matrix.

2. Basic Definitions in Coding Theory

A word is a sequence of digits. The length of a word is the number

of digits in the word. Let = {a, ...... , dq} be a finite set called
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over Z;. The greedy code using the B-ordering is linear over Zs

with respect to B,.

The B-ordering |Seria| | The B-ordering | Serial | | The B-ordering | Serial
000 1 11} 10 222 19 |
100 2 211 11 022 20
200 3 011 12 122 21
110 4 221 L3 002 SET
210 L5 021 Y 102 23
G610 6 121 15 ‘ 202 24 ;
220 K 00t 16 ! 112 o2s
070 8 101 e 712 726 ]
120 [ 9 201 18 i 012 é 27 i

If d =2, then the greedy code {000, 110, 220, 211, 021, 101, 122,

202, 012} is a linear code over Z3.

{1

!
Clearly, the transformation matrix P = % 1

i1

E I =]
-0 D

Theorem 2. Let B = [b), by ., by} be an ordered basis for the
vector space V over Z, Then there exists a basis By = {us, uy, ..,
un} for which the self-orthogonal greedy code using the B-ordering
is a linear code over Z, with respect 10 the basis B;. Furthermore
there exists an nxn lower triangular non-singular matrix P such

that u; = Pb, i =1, 2, ..., n.
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Proof. :
The proof s asically he ame s he roof f heorem

However, we have to make sute that codewords are self-
orthogonal.

We will use same notation as in the proof of theoremi. We need to
shoe that if & is self-orthogonal and orthogonal to all vectors ¢
C, the linear combination of u; and members of C; are self-

orthogonal, i.e., we have
beb =10, (1)
bou =0 = cob, for all u € Cy. (2)
And we need to prove the following

(ab +v) e (ab +v)=10. Forallve Cp,a e k. (3)
And (ab +v) s u=0, forallu e Cy (4)

To prove (3) we have

{ab + vie(ab +v)= aibeb + abev + oveb + vev = (), since, bek = 0,

hev = 0 = yeh, vev = { by (1) and (2).
And to prove (4) we have
(ab + vYeu = (ab +v)s{y b+ ¢} = 0, for the same reasons by (2).

Conversely, assume that ob + v e Ciy, then we have the

.. following:

1. dy(ah + v, u) 2 d, for all previously chosen vectors in Cgay.

2.(ab+v){ob+v)=0 (4)
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In particular dy(ab + v, ab + ¢} = d, for vectors ¢ e Oy

It follows that d;(v, ¢) 2 d, for all vectors ¢ € Cy.

By (4) above (ab + v)e(ab + v) = 0, then

abeb + abev + qveb + oy = 0, and since ab + v comes after ab in
the B-ordering. then by the choice of ab + v, by (3).
(ab + vyeabh =0, therefore bev = 0 = yeb. Thus vey = 0. It follows

that v € Cy Our claim showed that ab + v Cis;if and only if v e
Cy.

This means that Cyi; = (b, Cy). This finishes the proof.

Example

In the last example By = {100, 010, 001} is a basis over Z3. There
is a basis By = {uy, up, u3} = {b,, by+by, bytbyt by) = {100, 11¢,
111} basis over Z3. The self-orthogonal greedy code using B-

ordering is linear over Z3, where the self-orthogonal greedy code
used d = 3 is {000, 111, 222}, which is a linear code.

Conclusion

We have showed that for any basis B, there is anather basis B, for
which the B-ordering always gives linear greedy and linear self-
orthogonal greedy codes. This has been proved for vector spaces
over fields of prime order, and in [2], [3], [5], [6], [7] for fields of
characteristic 2. At the end of this paper, it is worthy te mention
that we can generalize our results on arbitrary finite fields of order

p", for p prime. We hope to publish this in a forthcoming paper.
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